
Learning to Defer with an Uncertain Rejector 

via Conformal Prediction

Experiments

Split Conformal Predictor

● distribution-free and finite sample guarantees

● Ƹ𝜏 is computed as                    quantile of calibration scores

● At test-time, given a feature vector 𝒙𝑁+1, marginal guarantee is

● Prediction set constructed as

● desired coverage is achieved in practice while also having efficient set sizes 
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Abstention L2D Decision Making Workflow

Learning to defer (L2D) is a framework for human-AI collaboration 

that divides responsibility between machine and human decision 

makers. For every test instance, a ‘rejector’ function decides if the 

case should be passed to either a human or model (but not both).

Learning in L2D requires we fit both the rejector and classifier. We 

assume that whoever makes the prediction - model or human - incurs 

a loss of zero (correct) or one (incorrect). To use the rejector to toggle 

between the human and model, function: 

● the overall classifier-rejector loss

Learning to defer with one expert

Bayes optimal by minimizing above loss function: 

● classifier h*(𝔁)

● rejecter function r*(𝔁)

Surrogate losses

For classifier-rejector loss function as Eq 1 

● One-over-All (OvA)

● Asymmetric Softmax (A-SM)
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Uncertain Deferral Via Conformal Prediction 

Coverage and efficiency of conformal prediction given 

confidence level 1 − 𝛼 = 90%

• CP framework to quantify the uncertainty in the rejector sub-component of 

an L2D system

• Conformal set               is 

• Ideal construction marginal guarantee

• Practical construction marginal guarantee

• Probability parameterization that the expert will be correct

OvA

A-SM

• Non-conformity score for binary classification

• Given the empirical threshold Ƹ𝜏, the deferral set can be constructed

Consensus Prediction L2D Decision Making  Workflow

L2D with Abstention and Consensus Prediction 

Conclusions

• The uncertainty in the rejector translates to safer decisions via 

two forms of selective prediction

• Conformal scoring functions shall be carefully parameterized

• Both OvA and A-SM improve upon the accuracy

• Coverage reduction is variable 

• No clear superiority between the parameterizations
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